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ABSTRACT

The aim of this study was to determine whether a general or specifiq
context facilitation mechanism should be incorporated into information pro-
cessing mndels of reading. General facilitation models, such as the logogen
(Morton, 1969) and spreading activation (Collins & Loftus, 1975) models, claim
that a context can facilitate recognition of any woré that ;; related to it.
Specific facilitation models claim that a context will facilitate recognitionm
of 6n1y those wo;ds that are highly expected on the basis of the context.
That is, specific models predict facilitation for a subset of :hose words
for which facilitation is predicted by general models.

Three experimental procedures were used. The first required a lexical
decision (word or nonword?) about a test item that was sometimes preceded by

.

a cortext (a sentence with the final word deleted, e.g., The cup was placed

on the); There wzre three types of test words: (1) words highly expected

on the basis of the context, such as table for the above example (set E); (2)
words related to the expected words, suéh as chair (set R): and (3) words
unrelated to the expected words, such as floor (set U). The lastﬁtwo types
oi words were equated for how well they completed the sentence frames. Lexi-
cal decision times for the three word types without context did not differ
significantly. With context, the decision was much faster for the E set thén
for the other two. This wohld be predicted by both ;ypés of models. The
more important finding is that with context decision time for the R set was
significantly less than for ;he_g set. This would be predictéd by general’
models, but not‘by specifié mo%ﬁls. -Howevgr, this finding does not eliminate

the possibility that general and specific mechanisms operate in conjunction.
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The other two oxpgrimnntnl procedures did not vield anv information
that favored either type of model. One experiment used a sucFessive lexi-
cial decision task in which subjects make word/nonword derisions about two
words. It has previouslv heen shown that recosnition of the second wvord is
facilitated when it is a word that is often elicited bv the {irst wo;d in a
free association task (e.z., hot - cold). Bnth general and specific modecls
can account for this result. The experiment was designed to determine if
facilitation also occurs when the first word does not clicit the second, hut

. o

the two are relaeted (e.g., hot - summer). Onlv general models nredict facili-

<

tation for these pairs. The results were inconc]ﬁsive: The related but not
assnciated word pairs did nnt'shnw a siegnificant amount of facilitation. hut
theyv did not show sign@ficantlv less %ncilitation than the associated DéiYQ.

The final experiment used a sentence ncceptnbilitx judgment task. Sub-

P

jects read a sentence frame and decided if a presented QZrd-fnrﬁed a seman-
tically acceptable completion. The :iimuli of interest consifted of a subset
of the R and U sets used in the first procedure. This task is a sten clo<er

to normal reading than the Texical decision task, since it is necessarv to
integrate the meaning of the final word with the rest of the sentence. How-
ever, this means fhat additional processes are involved in Ehis rask. Reaction

>

times were much longer and variable than thnqn‘in the lexical deci<ion task
and no significant differences were found gutbovn the two koy‘sets of words.
Overall, the experimgnts provide some. evidence for a seneral facitita-
tion context mechanisn bhut don't eliminate the possibility that a sneciiic
fncilit?tinn mechanism is also operating.  To deternine whether these resaley
shomld influence the construc;inn of quclg of reading, tentative eriteria

are prhnogod for Adeciding whether an experirental effect needs to bhe account od

for hv nmodels of readinc.
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CHAPTER 1.

Introduction

-

The importance c¢f the studvy of reading cannot be denied. The need

for applied reSearchiconpributing to the teaching and,iearning of reading
is frequently expressed. The theoretical'importance of the study of o
reading was well described by Huey: .

To completely analyze what we do when we read would

almost be the acme of a psvchologist's achievements,

for ir would be,to describe verv many of the most
intricate workings of the human mind (1968, p. 6).

Much of the early research in American psychology focused upon
reading. This is witnessed by Huey's classic book, almost 70 vears old,
which discusses manv aspects of reading and contains a great deal of

. .
information of interest to (urrent researchers., Woodworth's 1938 volume,

’

Experimental Psycholoazv, contains an excellent chapter on reading that
is also still of interest. With the onset of the behavioristic domination
of American psychology, empirical work in reading took a sharp decline.

3 : .
The 1954 version of Experimental Psvchology (Woodworth & Schlosberg) did

not have a chapter on reading. -In the 1971 version (Kling & Riges) the

only indexed ‘references to reéding list pagés‘invchapters on effector

mechanisms in vision and on shape perception. Many.of the fascinating

aspects of reading were totally neglected.
In recent vears there has been a reCOyefv from this neglect and
. o

many stidies on various aspects of reading have appeared in the psycho-

lopical literature. Much of this work follows an information processing

approach.  The information processing appreach is often rhought of jn

’

oy
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terms of the computer metaphor: Mental processing is described in terms

of a computational system that transfecrms an input into an output. In a

model ofureadiné, written text would be the input and an internal re2pre-
sentation of the meaning or information contained in the text woula be the
outpat. The model itself woﬁld attempt to specify the sequence of pro-
cesses involved in transforming the input into the output.

The components of information processing models can be divided into
three sets: processing mechanisms, knowledge bases and temporary storage
buffers. One set contains processing mechanisms which transform'inputs
into outputs. ?or'example, one type of processing ﬁechanism recodes the
input into igs equivalent in another modality:(e.g., converts printed
words-into their spoken equivalents). Another tvpe of procc;sing mechanism
compares two inpht elements and oufputs a match or’mismatch decision.

An information processing model of a complex mental ability such as
reading consists of a seriés of stages, each of which contains at least
one processing mechaniém. The first s:aée processes or transforms the
input “o the model in some way. The end result of this processing is the
output of the first stage,.which serves as the input to the second stage,
and so on until the final staéc, the output of which is the output of
the entire mcdeli The stages are viewed as representing mental processes
that occur in real time. Therefor?, information processing models are

~

often tested via predictions about the relative reaction times to make
various dctisioné.

The second set of components consists of knowledge bases. These
contain permanently stored information that must be available for pro-
cessing to‘occur. The information must be organized in some wav so that

it can be rapidly retrieved. E-:mples of knowledge bases accessary for
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.next stage, n+l, operates upon strings of words. That is, stage n+l
nrl u s

3. .

@

feading incliide ‘knowledgeof the letters represented by particular visual
patterns and knowledge of thé meanings of individual words.
The remaining set of components consists of temporary storage buffers.

In order to see the need for this type of comﬁoneﬁt, coasider the case

wherc stage n operates upon individual words one at a time, while the

cannot operate until stage n has undergone several sequential operations.

The ouput of stage n must therefore be stored until enough has collected

‘for the processfﬁg that occurs in stage ntl. Therefore, a temporary

storage buffer is necessary. AStorage buffers can be found in most in-
formation processing models under.such riames as icbnic Storage, sensoty-
information-storage, short-term memory and working memory.

The questions that infermation processing psychologists ask reflect
the types of models they construct. Many studies have investipated
whether a given stage 1s necessary for a given task; for exampie, whether
a recoding to speech stage is necessary before a writtenvword can be
understood (Baron, 1973; Kleiman. '975; Meyer, Schvaneveldt, & Ruddy,
1974a; Rubenstein, Lewis, & Rubenstein, 1971}. The goél of other studies
has been to explicate'the.details of particular components fhat appear
in information processing models. F:f examplg,‘man;,studies have explored
whether the visual characteristics of a string of letters are détermined
in sequence or in parallel (Smith & Spoehr, 1974, review this work).

o

Other studies have considered the form and organization of certuin classes

[3

of knowledge. Examples includa work on the representation of word meanings

cin "semantic' memory (Smithi, 1976) and attempts to determine whether

knowledpe about spelling patterns is in the form of productive rules or

7
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memorized units (Baron & Strawson, 1976).. Others have-attempted to

determine characterists of the various temporary storage buffers, such as

/
—’/- - -
their storage capacity and the temporal parameters of the loss of infor-
L o

- "~ .

mation (Klqtzky, 1975, Chapters 3, 5, 6).

Information processing models of reading can be found in Venezky and

-

.

Calfee (i970), Gever, (1972), Gough (1972), Kleiman (1975), Massaro (1975)

. 1 - . .
and elsewhere. All of these models contain similar components. In any

model of reading, processing components-are necessary for perceiving the

N written words (visual encoding), retrieving information stored in memory .

about individual words (lexical access), determining the syntatic charac—
teristics of sentences (parsing procedures), combining the m2anings of

T individual words to form a representation of cthe meaningﬁof'ﬁhe seutence

"
b

or some other linguistic unit (combinatorial procedures), and combining

. what is beiny read with previous knowledge (integrative processes).
Temporary storage buffers are also necessary for Sqﬁh things as holding

theoutput ;of visual encoding and lexical access to enable later processing

to occur. Various knowledge bases are also necescary. The reader uses

knowledge of the orthdgraphic constraints of English (FRaron, 1976),
. hY

: N
knowledge about the meanings and possible svntaciic categdries of individeal =~

»
N

words, knowledye of the syntax of English, and so ‘on.

.

Information processing models of reading have the potential to charac-
terize the complex processing involved ‘in reading in ¢interesting wavs. In

fact, this approach has yielded new insights into some old questions about

reading (cf. Baron, 1976; Kleiman, 1975). T@e information processing

i

o

]Tﬁose models all describe the processes used by skilled (i.e.,
collepe level) readers and this is the only population which will be .

considered here.

Q ' o
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approach vields more analytic information and avoids some of the problems

- . N

of other commonly used approaches to studying readifig, such as those based

“on factor-analytic techniques (Holmes, 1970)2 or those which describe
. : , ;

raadinﬁ’as a single wholistic p;ocess {Goodman, 1970; sece Smith & Kleimarn,
1976, for further discussibn).;fﬂowever, there is—at ;east cne maior pro-
blem with‘ﬁqst av;ilablé information process{ﬁg models of reading: They
iénore the possibility that the later or higher order processing_stages
may feedback and affect p?ocessing_ag the earlier stages (Rumelhart, 1976).
That is, most available models ére:ent;rely'"boptom ué,” driven by

sensory input, without any gentribution of- "top-down' conceptual organi-

zation processes. There is evidence that context can affect processing

i) >
\

at the %etter, word, sentence and paragraph levefs (Rumelhart, 1976).
Bottom up models cannot accouﬁt for these effects 6f context:

This dissertation will focus upon a limited doﬁain of context effects:
The effects of brevious context on reading individual words. ' Most infor-
mati&n proces. ng models do not contain a mechanism whiéh'enables the J
intefp}etation of the first feﬁ words of a sentence to feedback and affect
reading the later words. There is some evidence~that such a mechanismn

is_necessarv in a model of reading. The next chapter describes this- evi-’

dence and reviews the available work on how this mechanism might operate.

o

. Although a variety of processes have been hypothesized, little ig known
about how context affects reading individual words. The aim of this
dissertation is to determine some of the characteristics‘of this context
cffect. Chapters 3, 4, and 5 describe experiments aimed at further
‘determining how previous context affects roaaing individual words. Chapter
6.summarizes the experiments, draws some tentative conclusions, and dis—

cusses the relevance of this work to models of reading:
n1s, bl

»t

-



CHAPTER 2
Literature Review

The psycholéﬂical’literature contains inqumerable studies of con-
text. effects. This chapter contains a, review of this'literature, divided .
into three sections. The Firét section briefly summarizes context'effects
in %everal different tasks. The second contains a defaifed description
af the mosfidirectly relevent studies, fhose oﬁ the effegts.of‘pfeviéus
copfext on nrocessing individual words. Models that can account for these
emplgiéal findings are discussed in the final section. .

4
I. Context effects in a varietv of tasks

There are many studies. which consider how context affects some aspect

of reading other than the processing of individual words. Some of these

have demonstrated that previous context affects the types of:-errors made"

‘in oral reading, both by young children (weber,_i970) and by adJ*ts

reading text transf@rmed to make the task more difficult and thereby

increase the frequenéy of errors (Kolers, 1970). Also in oral reading,-—""

i -

Levia and Kaplan (1970) showed that context affects'the_gye—vﬁfEe span

-

(measurcd by suddenly removing the text soméone'ié'reading aloud and
measuring how much more of it they can report). In a study of sglent;
reading, Marcel (1974) demonstrated that context can increase the func-—

tional visual span--the amount of i{aformation that 'is taken in during a

P »

S/ . ) .
single eve fixation. lle also demonsirated that the better readers show

a larger C(lnl_‘.!.”e;?“(!ffi‘;:t. ;

There is an abumant literature compaving the identification of an
individual letter with the iden;ificntion of a letter within a string‘bf
random leLters;'witBXn-a pseudoword (a nonword that follows the ortho-
praphic constraints of Eﬁglish)‘ and within a word"(Reicher‘ﬂ1969:

.

o ) ‘ ’ \

ERIC . ‘n
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Wheeler;~1970; Baron, & Thurston, }973;.Baron, 1976). These studies
' - . AV . ) 4
have repeatedly demonstrated thdt,ayletter is more accurately identified
. A - e - B
) e . . L. .
when presented in the cbntexf”of a word or pseudoword than when pre-

o N

sented in the context of a randomnletter string or when presented alone.

That is, the contexf of a word or pseudoword facilitates the identifi- |

=]

cation of individuél letters. This effect has lead to models in which. 1

£

ynits larger than single letters, such as letter groups,'syllpbles %nd

v

whole words, play a role in the early visual e
~o ° .

4
ncoding stage of reading

(Estes, 1975} Massaro, 1975; Smith, & Kleiman, 1976). Wh;n more is known
about the effect of cqqséﬁg:bn reading words, a comparison of comtext
Lffects involving indi;idual 1étters and'those'ipvalving words may be
fruitful. However the possibility of fundamental differences between
wpreQiéG; and simultaneous/contexts éust be kept in miﬂd.

There is also a lgfge literature on the effect of context on pro-

»
N

cessing spoken wofds;f For example, Mille; and Isard. (1963) fouqd that
the more predictable a word is from coutext, the'mo;é of ten iﬁmis;co;—
rectly identified wheﬁ presented in noise. Poilgck and Picketf -(1964)
found.thét spoken words identifiable in cofitext often are ?bF identifiable

. 1‘
when presented alone. Clearly, context.can facilitate the recognition

)
.

of spoken.wordg.
Context effects have alsn been demonstrated in progessiné non— :

linguistic materials. For example, Biedgrman (1975) found”when a

brizfly pré;ented picture of a real w;rld scene was jumblcd,the accuracy

of identifying a cued object was less than when the_scéne was ccherent.

—This effect held even when the subject knew where to lgok and what to lodk <
8 T T . i
for. Thus, context can facilitate recognizing a picture of-an objectss In

/ “ .

11

’

.
v
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another study uSing non—lingug§tic—materialsL;Pomeraﬁtz and Sager (1975)°

demonstrated a “configural superiority effect” with line segments. They
. SRR R . - . v : :
showed that the addition.of a context line can facilitate judging the shape

of line segments same or different. They consider this finding to be

analugous to the finding that identifving a letter is easier when it is *

presenfed within a word then when presented alone.’

Context effects have been demonstrated in a wide variety of tasks,
” R - ) CINEN . . - .o
including oral reading, recognizing ktriefly exposed letters, identifying
‘ . ;- . . :
spoken words, and. perceiving sceiies and ‘patterns. ,Unfortunately, the

literature contains little more than demohétrations; " There is wvery little
: . |

. o . o : ' 2 :
of interest 4t a theoretical level to account for the results. There has

.
i

also been very little consideration given to the.similarities and differ-
ences among various context effects. Apparently little work has been

directed towards determining whether the same principles. govern context -

r %
effects withfspoken and written language, or with linguistic and nonlin-

’ "‘5' N . . ' .
puistic materials, or with simultaneously and previously presented contexts.

e . :
I1I. The effects of previous context on processing individual words

.

" ~Empirical studies;of contéxt effects on reading individual words can

be divided inta two_sets according .to the experimental technique used.

One set consists of studies using brief tachistoscopie exposures of words.

.

The. data collected in these consists of visual duration thresholds (the

minimal lenyth of exposure at which the stimuli can be correctly reported) .

¢2Thoré is interesting theoretical work on the effects of context on
recopnizing individual letters. The models that account for the empirical
results (e.g., Estes, 1975) postulate units larger than individual letters,
such as letter .groups, svllables and whole words, are stored in memory.
Clearly one would not want to take an analogous course of dction and claim

all sentences that show context vffects are stored in memory as single units.

-

]

[

(-

s
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and the crroneous reports of the presented stimuli. In the other set of

" studies, subjects decided whether a string of presented letters forms a

werd (o iexical decision task) and reactiou times and error rates were

measured.

A. Tachistoscopic recognition experiments. The earliest study of

contcxf‘effects still cited is that of Pillsbury (1897). He presented
subjects with a brief exposure of words with missing letters, substituted .
letters, or-an x typed overbanother letter, and studiev (e differences
betwzen what subjects reported and the presented stimuli. In one con-
dition a context consisting of a single word preceded the tachistoscopic
cxposure.' The finding of interest is that context often acted to conceal

a change in a word. Fér example, a éontcxt consisting of the word skv
increased the prébability that the presented string eanth would be .eported
as earth.

The first well known relevant study from after the rebirth of copni-
tive psycholoﬁv is that of Tulving and Gold (1963). 1In their first
experiment theyv dcterqined the v;sual duration threshold for nine letter
"tarpet" words, using the method of ascending limits. For each target
word a nine word sentence was produced so that the target word octurred

last. Examples include: Three people were killed in a terrible highway

collision and The actress rececived praise for being an outstanding performer.

Mne important variable was the amount of context the subject was given to

read before the trial, Tuls rang from no context to the ewtire eight

’ o
word sentence {rame, with intermediate values of rthe final 1, 2, or 4 words

-

nf thae sentence frame. Another important variable was whether the gontext
»

was congruous or incongruous.  Incongreous context woere formed bv o inter-

- *

.

12
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changing target words, yielding combinations such as: Three peéﬁle were

killed in a terrible highway performey and The actress received praise

for bo{ng an outstamdiqg collision.

The results showed that the congruous context decreased recognition
threshold (i.e., facilitated word recognition), while ‘the incongruous
context increased the threshold (i.e., inhibited word fecognition);vécia-
tive to the no context condition. Furthermore, the amount of facili-

~ »

tation or inltibition increased as the length of the congruous or incon-

pruous context increased. However, there are several problems with this
experiment that make the value of these results questionable. The major
problem is the results may be entively duc to the .sibjects guessing, and
therefore not tell us anything about how context affects the recognition
of individual words. TIu the instructions Tulving and Gold used, subjects
were encouraged to guess when in doubt nSout the identityv of the target
word. The possibility of a guessing artifact is increased by the fact
that only ten different target words were used and each sdbject wias ~hows
o
vach word in a variety of contexts. Also, in the procedure used for
cach trial, the exposure duration was gradually increased until tﬂu word

w.in correctly identified, without any consideration of the incorrect

reports whica mav have provided ceviderce whether puessing occurred.

-
-

Later studies reviewed below eliminated these problems. However, none of

these studies have attempted to repiicate the finding that incoasruaous
context increased recopnition threshold.
in a second experiment, Tulving ut Cotd elirinated the problen of

sumjects boing shown cach tarpet worsd in manvy diffoeroent concext condi-

tions.  Fach subject provided one wisusl goeration threshold per word,

»
}



O

ERIC

Aruitoxt provided by Eic:

11

-~

" The same target words as in the previous studv were used, but there were
3

only three ccntext conditions: no context, four word congruous context,
and eipght word congruous context. The results showed that context de-
crcnseq_threshold ard the longer context yielded a lower threshold than

dhe shorter.

Tulving and Gold showed that a measure of the degree of congruity

"between the context and the target word accounts for a very large propor-

tion of the variance in thresholds, much more than is accounted for by
the length of the cbntext. This measure of congruity comsists simplyv
of the proportion of subJects who produced.the target word when given

. 3
the context and asked to produce 1 final word. That 1is, the reduction

in threshold is accounted for oy a méasure of the number of subjects who

respond wffh the target word without receiving any stimulus information
at all. Tﬁis is consistent with the simple puessing intcrpretation of
their resulrs.

Yorton (1964) provided additionat evidence that Tulving and fGold's
(1%63) measure of congruity prediets the reduction in visual dﬁrgtion
threshold with context. Each of Morton's target words appears in three
venditions: (1) preceded by a highly congruous context; (2) preceded
bv a less congrucus context and (3) without anv preceding context. Con-
wruity of cnnt;xt for 4 given word was determined ov the proportion uf
subjevts who fif!cd in that word as a completion when given the contoxg.
There were no incongruous contexts. The results were clear cut: Visual

duration threshold decreased as the conpruity of the context increased,

IR .
Different subjects from the same college population were used .
in the recopnition and production tasks.

[y

)
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Marton arpues that Bis results cannot be accounted for hy simply

\ e, . - - .

pucssingg. Kﬁch subject w;;'presented with each target word in only one
of the threchnntext conditions, so guessing based on expecting words to
be repeated should not be o problem. Subjects were asked to report

the word or part of it they saw, and instructed not to guess. Mourton
reports several types of evidence that subjects followed these instruc-—
tions. For exampie, at very saort exposuré:durations the probability of
a currect response was very low (much lower than the probability of

- B

guessing"the target) and not affected by the degree of congruity with
the coatext. Furthermore, there were errors that were incongruous with the
context and there were frequent ¢rvoneous reports of words of the same
length and with the same initial and final‘letters as the target. There-
fore, subjects certainly were attending to the stimulus.

Since simple guessing seems to be eliminated, Morton concludas that
in the presence o .: ‘texnt fewer visual cues were required for a word
to be identified. The model he proposes to account for this results will
he discussed later. ’
Tulving, Mandler and Baumel (1964) tested three hypotheses about

how stimilus and context information combine to determine the threshold

for a tarpet word. One hvpothedis is that the stimulus and context

)

effects are independent and therefore additive. This hvpothesis can
be characterized by the folltowing formila:

(} ) ™ =, 4+ -

dye Pg Pe: Paf C
where n‘ is the probability of vorrect response at a given expasure
i .
~ ‘i.
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duration without any context information, P. is the probability of
correct response for a given context without any stimulus information,
and Pd e is the probability of a correct response given both context

’

and stimulus information. The second hypothesis is that the two sources

are redundant so that: :

(2) p =p. iEp. > Py

) py . = Py if Py > P,
The third hypothesis is that the two sources of information interacts
to facilitate recognition oviy and above the value predicted by the
additive and independent hypothesis characterized in formula (1}.
This hvpothesis predicts:

N ) .
d Pe pdpc

Tulving et al. (1964) used a procedure similar to Tulving and

Gold (19€3) to test these hypotheses. They used 18 target wrods, ecach
of which was the final word of a nine word sentence. Before an expo-
sure of the target word, the subject received either no context, the

entire eight word context, the last two, or the last four words of the

context. All contexts were congruous with the target word exposed.
. , ,

Fach tarpet word;hns presented once at each exposure duration for each
subject, so the measure of interest is the proportion of subjects cor-
rectly identifving a tarset word at a given exposure duration and a

given condition.

17 g
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Thoqrcsults support the third hypothesis (formula (4)), which states
that the two sources of information intéract to facilitate recopnition.
However, this conclusion depends on using probabilictv of correct re-
cognition as the fesponse measure. Other measures may lead to different
coneclusions.  For example, the use of a logit transformation of the
ohserved response probabilities (logit p = lop ?:F—, wvher¢e o is the
probability qf i1 correct response) leads to the conclusion that informa—
tion from the two sources is additive. Therefore whether the two sources
L

nf {nformation are additive cr interactive cannot be determined until the

use of a particular response measure can be juscified.

B. Lexical decision experiments. Mever and his associates (Mever

& Schvaneveldt, 1971; Mever, Schvanewveldt, & Ruddy, 1972; Schvaneveldt

& Mever, 1973; ﬁeyér. Schvaneveldt, & Ruddy, 1974) have uscd reaction
time measures and the lexical decision task to sﬁudy the effeéts of
context on processing indiQidual words., In these studies the context
consisted of an individual word. 1In an experiment bv Mever and Schvane-

veldt (1971) subjects saw two simultanecouslv presented strings of letters

{e.j.., BREAD - BUTTEE, WINE - PLAME. NART - TRIEF) and had to decide .

whether or not both strings formed words. The pdirs in which both strings

formed words were of two types: Those in which the words were associated

+

{e.iz., BREAD - BUTTER, NURSE - DOCTOR) and those in which the words

were unassociated (e.p., NURSE - BUTTER, BREAD - DOCTOR) . The result

-

of interest is that reaction time to decide that both were words was less
for the associated pairs than the unassociated pairs, That is, an asso-

viated word context facilitates the lexical de-rvoan. The same finding

holds when the letter strines are presented sequentially and just the

18
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reaction time for the second string is considered. Several other studies

have explored this associated context effect further.

»

Meyer et al. ('974) attempted to determine the temporal course

of the associated context effect in lexical decisiuns. They sequentially

presented two strings of letters and required a word or nonword decision

"for each. The d«lay between the response to the first striﬁg and the

onset of the se:ond was either 0, 1500, or 4000 mllliseconds. When
I / "t .
both strings f>rmed words. they were either associated or unassoc1ated

hEN

~
.

The results show an association effect at all thrse delays, although it
decreased slightly as the delay %pcieased. Meyer et al., therefore
have demonstrated that this effect both occurs rapidly (at the 0 delay
condition) and lasts a long time, at least when the subject does not
have to attend to anything during the delay.

In another study, Neyer"gg_gl. (1974) assumed that at least three
independent stages are involved in\making a' lexical decision: 'stimulus
encoding, lexical-memory retrieval, and respon;e execution. They - ' Y
attempted® to determine.wﬁether the encodiag or retrieval stage is the .
locus OF_FB?_Q?ﬁF9¥F,?%f¢°F' To do!sc,ﬁtheiadditive stage logic des-~
cribed by Sternbgrg (1969) was usecc. They assumed that degrading the
stimulus would affect the gncading stage. TIf the associated context
also affects the encoding stage, the effecgs of stimulus depradation

and context should interact. If context affects Lhe retrieval stage,

. ,;‘,.
the effects of degradation and contef&'shou]d,be additive. The results

of their experiment show that stimulus dcpradation and context_interact., - =

so they concluded that context affects encodir-. However there are two

weaknesscs ln their argnment.

19
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%;rst of all, Meyer et al., never provided evidence that thei;
stages are independent.  That is, they do 1ot demonstrate any effect
on the lexical decision task that does not interact with stimulus
degradation. Furthermecre, they a}gue‘that stimulus degfadation must
affect an encoding stage, but not'substantfally affeét later processing.
In support of this théy cite evidence that the initial encoding stage
includes a grapheme-to~phoneme transformation. If further processing
operates upon this transformed 1nformation,‘the effact of degradation
should be specific to thé encoding stage. . However, the evidence in
support of the grapheme~to-~phoneme transformationi in encoding is v ry
weakv(Meyer & Ruddy, 1973: Kleiman, 1975), ard sc th: argumen’ that.
degradation effects are specific to encoding is not convincing. With
th:iese yqaknesses, this work docs not provide stroﬁg evidence about Ehe
locus of the context eftect. : | ’ .

4

Meyer et al. (1972) and Schvaneveldt and Meyer (1973) have used

— —

another variation of the lexical decision procedure to test three

models that:might account for their effect. »One is the .spreading

Mddf{igtibh'model. Their version of this model claims that related

words are stored near one another and that accessing a given memory
location causes a spread of activation to other nearby locations.
The activation of these locations facilitates the subsequent retrieval:

of information stored there.

ks o

This claims that

The sccond model is a location shifting model.

word recesnition involves a process like retrieving information from

a magnetic tape. Again it is .assumed that related words are stored near

model c¢laims that memorv locations are searched serially,

each other. The

ot
-
“
-

Q : / : ‘ -
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that time is required to shift from one location to the next, and that
. ’
shifting time increases with the distance between locations.

-

The spreading activation and location shiftiné odels both claim

that the association effect in the lexical decision task depends upon

"

processes involved in retrieving information form memory. An alternative

\

to this is found in the semantic comparison model, which attributes the

association effect to changes in the subject's response criterion as a

.

function of semantic similarity of the presented words. Meyver et gl
o |

derivé this model from one proposed by Schaeffer and Wallace (1970).

Similarity is claimed to induce a bias in favor of positive (wurd)

! . . .
responses and a bias against negative (nonword) responses. Since many

assdciated words are semanticallyv similar, a bias towards the positive

~ response wounld be induced, thereby facilitating that response. This

~facilitation would not occur for unassociated word pairs.

In an cxperiment designed to test thesc three models (Meyer et al.,

1972), three strings of letters were prcsented one at a time and suvbjects ...

- had to press a word or ncnword response button after each string. There

was n 250 millisecond interval between the subject'é response to one
st;ing and tne appeéarance of the next string. Various combinations of
nonwords, associated words and unassociated words were used; Only Ta
those combinations for which differences are predicted by the models

will be reported here.

-~ According to the location shifting model, when associated words are

separated by an unassociated word (e.g., BREAD ~ STAR - BUTTER) retrieval

of the lexical information for the two associated words will be separated

bv retrieval for the unassociated word. Since according to this model

U 21
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the unassociated word is not stored near the others, no facilitation:

~
a

would be predicted. The other two models¢ﬁrgdict there will be facili-
tution in this siéuation. The tesults support this prediction -and aré
inconsistant with the location shifting model.

The semantic comparison model predicts that when the first two

strings are assoc1ated words, a bias to reépond‘thnt the final strinpg

forms a word, and against responding that it is a nonword, is induced.
Therefore, this.model predicts that it should take longer to decide Ehat
a string of letters does not form a word when it 'is preceded by two
associated words than when it is preceded by ;wo unassociat&d words.
This prediction is net supported by the"data. Therefore, the results of

Meyer et al. study support the spreading activation model.

[II. Models of the effects of context 65.}535}Hg'individual-words

&

Collins and Loftus-(l975) present’ a spreading activation model

o

which is consistent with that of Meyer g_ 1. Gxnce Lbev prov1de a

more detailed” descriptlon of the modcT, C0111ns and Loftus model will

be used to represent the set of spreading activation models..- Morton

(1969) presents a logogen ﬁodel which differs in form from the spreading’

activation model, but makes identical empirical predictions. Both the
spreading activation and lopogen models predict a context will facili-

tate (to varving degrees) the recognition of all words semantically

‘related to it. The spreading activation and logogen models are summarized

' helow and_thc reasons they make this prediction are discussed. These two

models are examples of general facilitation models: They predict that

one context can facilitate recognition of a large set of words. An alter-

native tvpe of nodel _pcc1f1c fac111nﬁ10n mOdle is also d1QCqued

22




i . ) ' , 19
According to specific facilitation models, a context can facilitate

recognition of only a small set of words: those words the context leads

-

- the reader to expect.

[

General facilitation models and specific facilitstion models can

. . 4 (8
both account for the available empirical findings. However, there are
ditffeirences between these two types of models that are, empirically
testable. Chapters 3, 4,"and 5 describe experiments aimed at deter-

mining which type of model gives a_betper account of the effects of

previous context on reading individual words. .
- A

In the Collins and Loftus spreading activation model a concept I
(which is regardedﬁas a.particular_Sense of a word or pﬁrase) is re-
presented by labelled relational links from the céncept node to other

nodes which designate the concepts of the properties. For example, the

node representing the con.ept apple is linked to nodes representing the

e

f;“”;””“"”“;?dﬁéiﬁfg;fruit, fooa, round, red, etc.
" The links h;ve labels designating the types of relationships
hetween the concepts.i Severgl types of links_are given ;éecial attéﬁ—
tion, such as subbrdinate and sugerordinate. Hdwever. the label on a
link_can itself be a concept, so any relationship c.n be designatedi
ﬂinkg also have criteriality markings which indicate how'essential‘oach

-

link i{s to the.concept. For example, .the link from apple to fruit

will have a higher criteriality than Ebe link from apple to red. Two
related concepts will usually have links in both direction (e.g., a
subordinate link one way, a superordinate link the other), and the link

in each direction will have its own criteriali

ty marking. Collins and

Loftus also use a notion of strength or accessibility of links, but

refuse to commit themselves as to whether this is equivalent to the
criterdiality of a link.

o - 23 ‘

O .

Aruitoxt provided by Eic:



O

ERIC

Aruitoxt provided by Eic:

inversely proportional to the accessibility or strength of the link.

T rRroRN U fon T

20

When context.primes or activates a concept, activation spreads

from the concept node along the paths of the network, activating each
node it reaches. The activation of 'a node bv context makes that node

easier to access, so less sensory information will be needed to acress

it. The amount of activation that spreads from one node to another is

between them. Activation is 1like a signal from a source that is atten-'
nated as it ‘travels outward. The total amount of activation that spreads

from one concéept to another is also affected by the number of inter-

mediate paths connecting the nodes. For example; Collinsvand Jl.oftus

point out thnt if fire engine is primed bv vehicle it will in turn

u
prime truck, bus, ambulance, etc., and each of these will in turn

activate the others. . .

't

On the surface, Morton's logogen model seems quite different

from the spreading activAtion model. In his model there is a logogen

o

tor each word. A logogen is a device that accepts hoth sensory and

coutextual information relevant to the word. In reading, sensory
information is in the form of visual attributes, context information is

in the form of semantic attributes. The logogen registers the number of

relevant'attributes that occur, regardless of the source, on some sort

4 . .
of internal counter.’ When the counter passeés a threshold value, the

word represented by the logogen hecomes ava1lab1e' i:e., has been re-

cognized. Conteext facilitation occurs for a given word when the context

-

o . L
rovides some relevant semantic features, since these would increment
184 :

- .
the counter and therefore less sensorv information would be necded for

~THe “dmount ol Tacilitation dépends on the “number of

. P “u it

»1

[P ——
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semantic attribute; the word shares with tﬁe'céntext.

The logogen and spreading activatiop models are s;milar irn a basic
way. Consider how each..accounts for the context,effept found by ™

Schvaneveldt and Meyer (1973). In the spreading activation model the node

representing the context word is activated and activation spresds from

this node to related concept nodes. The activa%ion of thesz related

concepts facilitates accessing them. In the logogen model, the counters
of all words sharing semantic feacures with the context’ word would be
incremented, thereby farilitating recognitimn. Any concepts linked in

Collins and Loftus' representation would share semantic feétqres in.

Morton's representation, and any concepts sharing semantic features would .

be linkeq in Collins and Loftus' representation. Thefefore, these - twe
models make-identical predications in regard to context facilitation.

The situation is more complex when the context is a phrase or sen-

’ ~.
tence frame (a sgntence missing the final word). It seems that the

.y
.

meaning of the entire phrase or sentence frame, not\just the individual

2 \\\ . .
, - . ~.. ‘
words in. it, will determiné which words get facilitated. If-facilitation

N

depended only on individual words, Tulving and fold's (1963) and ﬁquQn's

(1964) results should be predicatable by the relationship of the targét\x\\

word to indiQidual words in the sentence, and not bv how expected the
target woéd is when given the senténcé f%ame. Of ccurse, theéé may be
confounded; hut they do not seem to Se: at least in Morton's stimuli.
Since the meaning of the entire phrase or sentence frame determincé which

words get facilitated, 4 coﬁpiete model of context facilitation would

provide an account of how th: meanings of individual words get combined

O
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However, no wcll developed account of the necessary "combinatorial

‘procedures' is available. This is'a crucial problem in models of

context facilitation.. This problem will not be solved here, but the
, + ' - 3
next chapter presents a method ‘of . circumventing it for the purpose of

-

comparing general-and specific facilitation models.
The spreadiqg activation and legegen models both ciaim cbntext

facilitatioh is a very general effect. Using the terminplogy of the
logogen model, some faciiitation will eccur for every word which shares
one pr more aemantic features with the context. A very different type
of modal is a specific facilitn;ioh mede; thch”claims a context can
facilitate tecoghitien of;oniy a single word or, a, small set of'words.
One reasonable spec1f1c facilitation model would claim that conteat@
leads the reader to expect a partieular word and this expectatlon alters

how the v1sua1-1nput is processed. That is, the readex's flrst ana1v31s

of the v1sua1 pattern would be a check to determine if it represented

“

the zxpected word.
Specific facilitation models can be consistent .with the available

.empirical findings. In the threshold task it is possible that for any

given trial only one highly'exuected would be facilitated by the context,

but this word would differ across-subjecté. The proportion of suhjects

who give the target word to complete the séntence frame would reflect

t'e proportion of subjecta who expect that particular word. As for the

‘lexical decision task, after the inital trials .subjects might expect

related word pairs. So far, context facilitation has been demonstiated

~
~

only for highly associated words. The zssbcidted word-pairs were drawn

~

”from word asqoc1at10n normq such as. Bousfield, Cohcn, Whitmarsh,-and --

Kincaid (1961) These norms were collected hy giving subjects one word*

-
.
la‘
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and asking them to report the first word that comes to mind. It

seems likely that in this free association task the wordg -elicited

by a given word, X, would be the same words subjects wéuld expect in the

rr

successive lexical decision tasks’ when X is the context word. That is,

association norms would reflect the pattern of subjects’ expectations.

*

Therefore, the available data from both the threshold and successive

lexical decision tasks is consistent with the view that only a few
specific words are facilitaged.

The experiments to;be reported attempt to det:rmine whether general
or snecific facilitati{on models give a better account of the (fects of
context onﬁreading individual words. ‘hey were designed to provide infor-
mation about the scope of context facilitation. In Experiments I and II,
described in Chapter 3, the time to decide a string of letters forms a
word was measured when‘the word Qas presented alone apd when it was
preceded by a sentence f;ame. The relationship between the word and
the sentence frame was varied. In Experiment III, described in Chapter

4, Meyer's successive lexical decision task was used and the relationship

s

between the context and target words was varied. In Experiment IV,
described in Chapter 5, reaction time was measured while subjects deter-
mined whether a word forms a semantically acceptable sentence when com-
bined with a previously présented sentence frame c;ﬁtext. This task
was designed to test the generality of context fncili;ation. Since the
final word mgst'be integrated with the sentence frame rather than con-
sidered independently of it, the acceptability task better approximates

a normal reading situation than does the [exical derision task.

The specific-general distinction is only one of many possible dis-
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tinctions among tvpes of context facilitation models. (ther
possible distinccions include: (1) bottom-up vs top-down models;
(2) active vs passive models: (3) models claiming context faciii-

tates visual encoding ws models claiming context facilitates the

retrieval of lexical information from memory: (4) conscicus vs

@

automatic facilitation models; and (5) models claiming -fa.ilitation
is all-or-none vs models claiming there are degrees of facilitation.

The relationship of each of these to the specific—general distinction

will be discussed below.

A bottom-up model is one which is "éntirely driven by the sensory
input' while a top-down model is at least partlwv 'driven by conceptual
organization’” (Norman & Bobrow, 1976). The distinction can be easilv
conceptualized within a sta;e nodel. In a bottom-up model all the
links between stages go in one direction. Consider, for example, a
processing sgtage that combines the meanings of individual words to form
a representation of a larger linguistic unit such as a sentence. In a
bottom-up model, this stapge simplywaits for all the words to be pro-
cessed bv the earlicr stages, such as visual encoeding and lexical
access. In a top-down model there are one or more links thart ro in

)
the copposite direction of the othets. These "feedback links' enable
the later stages of processing ro affect the earlier.

In a top-down model, processing the initial words of a sentence could
result in an expectatign‘for a particular word, and this ezpectation could
alter the visual encoding stape so that it ffrst checks the visual pattern
to aetermine if it represents the expected word., This descrintion makes
it clca; that top-down models are perfoctlvy compatible with specific

models. However, they can also be compatibie with peneral models.  Suppose

28
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the expectation is not of a.particular wo;d bug of any word containing
a given semantic feature. This expectation could feedback to the lexical
retrieval stage and cause facilitation for every worid that contains the
semantic feacture,

A model with only bottom—ué“processing cannot be consistent with
either type of context facilitation mode]'at'least when the context is
a sentence frame. As discussed previously, it seems that the ovgrall
meaning of the sentence frame, not the individual meanings of the wqrds‘-'
within it, determines facilitation. In;any model, syﬁtactié and semantic
information for the individual words would have to be retrieved before
the parsing and combinatorial procedures necessary to determine the over-
all meaning of the ﬁentence frame could operate. A sentence frame con-

text can facilitate tasks that require processes that occur prior to the

o

parsing and comoinatorial processes: The threshold and lexical .decision
tasks require retrieving information about individual words, but not
parsing and combinatorial procerures. »Therefote, information frpm”thc
later parsing and combinatorial processes must feedback to affectlan
earlier process, such as visual encoding or lexical access. By defini-
tion, bottom—up models do not contain such feedback links. |

Active and passive models do not seem to have standard definitions
in the literature. As used here, active facilitation models clainm
context results in qualitative changes in one or more processes. In
passive facilitation models, there are only changes in the amount of
processiﬁg necessary. For example, consider a visual encoding stape,
such as tht described by Smith and Spoehr (1974), which extracts visual

features from the input and interprets them in terms of letter categories.

25
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According to active models, a context could lead to specific expectations
that would direct the encoding process; the context could result in

the Iaput being actively searched for certain visual features. According

1

.to passive models, context cannot direct encoding; the order in which

visuil features are extracted cannot be-altered by context. However,
context cnuld'facilibQCe recognition by reducing the number of features
necessary to interpret the input as a certain letter.

The general modcis discussed so far are passive. The amount of
;nformation ;ecessary for retrieval is changed, but the type of infor-
mation is not. That is, fewer visual.features are neéessary, but there
are no changes in how these visual features are determined. It would
be possible to make a more specific passive model by simply limitin;
the anber of counters a single context could increment (6r the number
o! nodes aétiwated), or by requiring many common semantic features bet-
ween COntextAand the Qord before facilitation occurs, or by placing
constraints on the-types of semantic features which will result in
facilitation. There is currently no justification for any of these

revisions. Therefore, general models are most compatiule with passive

R

‘models,-while specific models are most compatible with active models.

)

Another possible distinction is between models claiming context
fncilitntes‘visual encoding and models claiming context’faciiitates
rctriezﬂi from memory.& .The general models discuSSea én far place
éacilitation effects at the retrieval process. The specific model )

described previouslv places facilitation effects at visual encoding.

However, neither of these is necgessarily the case. Models in which
. -~

4 . . . . . .
The discussion of this distinction requires the assumption that
visual enccdinp and lexical retrieval are independent stages.
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specific expectations affect the retrieval stage ore clearlyfgsssible.
For example, a context could be limited tb‘incrementing the counters
of only the one or two logogens with which it shares the most semantic

features (yielding a specific model at the retrieval stage). A

the visual encoding stage is also possible. Recent  °

models that account for the letter within a word effects have postulated
word units available at the visual encoding stage (cf., Smith,& Kleiman,
1976). Con;cxt could make word units related to it more readily avaii;
able. 7This would yield a general passive model at the visual encodi;g
stage. ' ' . . -

Posner and Snyder (1975a,b) have .recently explored the distinction
between automatic and conscious’processing. They propose three cri-
teria for automatic processing: It occurs without conscious awareness, .
it occurs without intention, and it does not produce interference with
sn—going mental activity. Tﬁey operationalize ;he third criterion in
terms‘of a cost-benefit analysis. By their analysis, if context facili-
tation is automatic, aﬁ associated context should facilitate recognition
of 5 word, while an unassociated should not hinder recognition. kf
facilitation is cé;scious (i.e., not autapatic) an associated context
should again facilitate recognition, but an unassociated context should |
be a hindréncc (relative to a no~context condition).

In the general models discussed so far, there is no mechanism by
which an unassociated context could hinder recognition. Such. a mechanism

could be added (Smith & Spoehr, 1974), but as thev stand now, the

logogen and spreading activation models seem to fit Posner and Snyder's
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criteria of automatic processing. The specific model probably would
not fit the criteria. 1In line with Bruner's (1957) theorv of perceptual

readiness an expectation for a specific. stimuli Should impede recognizing

*any other stimuli.

The final distinctian to be discussed is between models claiming

—— one Lontext-can*fyciiitnte;fheifecognitibn;of—diffprept“w0f6§"fo various
degrees and medels claiming facilitation is all or none. Both general
and specific médels can be»cons;stent«with the.former type. =In general
models the number_ of common éémantic featdres determines ‘the amount of

- facilitation. ‘Specific mo;ela could have an ordered list of expecta-—,
tion, so that the most ékpectgd word will be highly facilitated, the.
next most expectéd word.sliéhtly less facilituated, and so on.

Specific models can also be compatible wiéh all-or—none models.
" Facilitation would simply be limited to a single mpsé.expectéd yord: or
several words which are equall& fgcilitated. %he revi;ion necessary
to make all—or—nong genefél models is, not qu%te as simple. There wguld
need to be some critfcal number of semantic %eaturés. If the context
and word share more than the 9riter%al number of features, facilitatibn

would occur. However, the number of shared features above the criterion

would not affect facilitation.

3
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CHAPTER 3
EXperiments I and II
Both specific and general deeIs predict a context will facilitate

recognitidn 6f a highly exﬁected word. For ‘example, the contek: He hit

the nail with a should facilitate recognition.of the word hammer. 1In a

specific model this facilitation would occur bécause the context leads

the reader to exﬁecf the word hammer, and-this expectation leads to ana~

lyzing the visual pattern to see if it is this particulaf word. There~

»

fore, specific models predict expected words will be the only ones for

~

which recognition will be facilitated:! It is possible that facilita-

tion could occur for more than one word. For example, the context He paid

the man twenty might lead.the reader to expect either dollars or cents, and

.facilitatién’might occur for both.
In the experiments reported ﬂere. ekpectéd wordsaﬁere determined}by
having subjects complete the contexts. The words produced were assumed
to be the same words subjects expected when given the context. The sen-
tence frames were choseﬁ © that each haé only one highly ekpected word.
‘Specific models w;uld}preQict facilitation for these particular wordséonly,
Cenerai models alﬁouﬁ}edict-facjlitatibn-forwexpeccedvwords becaus;-
the context proQides manygof thé semanfic features of that word. Iﬁ
addition, general models predict facilitatipn for many other words; the

o

facilitated set will include any word that shares semantic features with’

the context. v

Expériments I and 11 tested whether facilitation occurs for highly

expected words, as is’predicted by both types of models, and whether faci-
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litation occurs for words that are, not expected but which sharv semantic

features with the context, as only the general models would predict.
Experiment 11 was a replicatidn“of Experiment f designed to collect more

data overall and more of the key data within rather than between su%jects;

. -
~ 5

In both experiments, reaction time was measured while subjects determined

. | . 30 L %

O
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whether-a string of visually presented letters formed a word. The string

.

of letters was either presented without any context or preceded by a

‘sentence frame. Each word appeared in both conditions and the meac.re of

Je

interest was the difference between reaction time with and reaction time

-

without precedinglcontext.

There were three types of words, with type being defined by the re-

"lationship.of the word to the sentence frame (examples are showri.in Table

.1 and all the stimuli for Experiment I are listed- in Appendix A). Ore

set consisted of words highly expected on the basis of the context, such
as hammer in the above example. This will be referred to as the £ (fov

expected) set. It is assumed that (in the logogen model) the E word shares

<

more semantic features with the context than any otheg word, or (in the

I
A -

 spreading activation model) the E word is more activated by the coitext

than any other word.  Both general and specific moudels prédict’fac1litatioﬁ"’

+

for the E set.

The models differ in bredicting whether facilitation will vccur for

~

words which share semantic features with the context, but are not words

one would.expect to complete the context. The E words share many semantic

features with the context. Therefore, words whichrshare‘semantic features

with the E words should, on the average, share more semantic features with

the context than words that.do not share features with the E words. In

-
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The cup was placed on the
table (highly expected = E)
chair (related to expected word = R)

floor (unrelated to éxpected word = U)

. ey

T 'fhe king of thé beasts is the

‘ lion (E) |
roar (_l:(_) _
work (U) : : | >

The threw a rock at t_he house and broke a
.Qindow (g) :
door (R)
dish (U) |

He néeds a :hew pair of ia;:es fpr his
starn (Pw) : : . )

The invisible man is impossible to

" derove (Pv)

Table 1:" Sample Stimuli for Experiment I




o

order to set up the experiments, a set of words which.share semantic

¢ features with the E words was needed. Ideally, semantic feature analyses

for many words would be available and this set could be easily selected.

. Unfortunately, this is not the case. However, it seems safe to assume

’

that related words, such as hammer and wrench share more semantic fea-

tures than unrelated words, such as hammer and book. Therefore. one

2

of the sets consisted of words related to the E words. Relatedness was

determined by using a raring scale which is descriPed below. This will
be referred to as tne R (for related) set. )

The third seE of word stimuli consisted of words not related to the

-

expected words, such as bookhfor the He hit the nail with a context.

These are assumed to share fewer semantic features with the context than

the E wérds’share with the context. This will be referred to as the u |

’

(for unrelated) set.

'

The final set of stimuli consisted of pseudowords: Nonwords that
follow the orthographic patterns of English words, and are therefore

pronounceable (see exampies of Pw set 'in Table 1). This set was necessary

- S

for the experimental task, but not involved in.any of the empirical pre-

~'d'.ict_'io”ns'tki'é"ttdi'f"ferentiate specific and general models. -

The highly expected words were determined by H;viug 26 _subjects6 com-

‘ " plete each sentence frame with a single word. Only sentences with one

frequent completion‘ﬁq:e used. At least 11 of the 26 subjects completed

S

N,

5According to the spreading activations model, whenever a word is
activated some activation will spread tc all related words. Therefore
an R word will not only be activated by the context, but also by the E
‘ word. R N
. ] ‘ - P - SR
. In all experiments to be reported, all subjects were Stanford
University students, participating for éqyrse credit or for $2.00-

per session.

Aruitoxt provided by Eic:
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- each sentence with the appropriate fE word and no other word was given by
. ._~¢. - ' . .

more than five subjects. For the’42 sentence frames in Experiment I,
.78 of the completions consisted of the appropriate E words and only .007

of the completions consistéd of the R or U words.

The éelatedness of the R and E words, ‘and the Yack of relatedness of

»

the U and E words, was checked by having QEREGBEECtS ;;Egﬂthe ;élSEéanesé

of the word pairs on a 1 to 5 écale, where 1 siﬁn{fied hnot at all re-
lated,"” 5 signified "somewhat related” and 5 3verY related." - The mean
relatedness rating for the E-R pairs.was 4.1 (s.d- =°.54). The mean rating
for the E-U pairs was 1.9 (s.d.. = .54). : “

. The R and U sets were controlled in.two other ways, ‘As can be seen

[}
B

in the examples in Table 1, sometimes the final word completed the sen-

tence frame in an acceptable way (e.g., The cup waS _placed on the chair)

and somet}mes it did not'(e.g., The king of the beasts is the foar).

Thelﬂ and U sets of words wére gquated 06 hoy well they completed thé

sentences. This was done by having 22 subjecﬁs rate how well each word

completes ité sengence frame, u§ing é 1 to 5 scale Where 1 sinnifies.the

word doesn’'t fit the sentence érame at all and 5 signifies the word fits

v the frame'very‘well;“'?hewmean“sentenée'tompletion“rating;for”the“g‘words'
was 2.5 (s.d. = 1.0). The meén rating of the U words was 2.6 (s.d. = lfl).j
The R and U sets were also approximately.gquated for frequency. The |

. ‘}3 ~antilog pf the means of the logs of the Kucera' and Francis (1967) frequency
counts was 42. for the R words and 55 for the I words. . |

-

Experiment [

Procedure and design. Each of the 12.subjects rcceived two-blocks of

trials, one with and one.witﬁout preceding context- - In the trials without

. 87 -
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context the.subject pressed an onset button and one-half secqnd‘latgr a,
string of lettérs appeared to.the right of a fization poipt. Subjects

decided whether or not the letters, in the order in which they were

: ‘ . L ‘ .
written, formed a word. They signalled their response by pressing the

appropriate response button, and were instructed to to so as wrapidly as

possible. For the context trials, subjects pressed an onset button and

the sentence frame appeared in the top half of the viewing field... The
subjects read the context at their own rate and. then pressed the onset

button again. The sentence frame disappeared immédiately and after a one-

)

half second delav, the string of letters.appeared in the bettom half ¢
. A . 7 . : o

the viewing field. Subjects then made a word or nonword response as
rapidly as possible.. To insure that they werce rending“thc context, on
randomly selected trials, after making the word or nonw.rd response, sib-
jects were asked to report the context.

There were 42 sentence frames, each with three different types_of

-~

final words, yielding 126 words. Data was colléghed for each word botn

.with and without context. These stinuli were divided into three sets,

each consisting of one block with context ahdhone without. EveryVSen—
'Eéhéé"fféﬁé"épﬁééféd'dﬁéé'ih:éach”§ét;”with”oﬁe“df'fhé”threémpossibfe'“”'
“ L

final words. One of the other two final words'fqr each frame appeared in
the without context block. There were 14 of eacﬁ tvpe of word in each

block. Each subject rceceived both blocks of one of these sets. Thereiore,

three subjects were necessary to provide one complete sct of data, cen-

2

<]

7The first lester of the string alwavs appear=d in the sare cosition
of the viewing field, but this pesiticn was nct marved bw'a fizatizn point
in the Experiment, | context trials. The lack of a fixzaticn pnint was re-
medied in Experirment II.
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sisting of one observation for each word with and one without context.
The complete stimuli set contained 72 pseudowofds“and‘BB additional

sentence frames. Each subject/saw 2ll the pseudowords, half with"pre—

ceding context and halfuwithout. The pseudowords -were filler items to

o

keep the suﬁjects decision criterion reasonable. They do not provide any
useful information‘and will not be considered in the analysis.

. Each %ubject ;eceived two blocks of trials,_each block consisting of
42 words (14 of each type) and QS.pseudoworgs. In one of thgs?;bloéks-’"
each trial washpreceded by the sentence fFame context. Each block was
preceded byvpractice trials of the samé type. 'Hithin each block, there
were two sub-blocks 'of 21 words (7 of each typei‘and 13 pseuaowofds..
The érder of the with ;nd without context blocks and the order of the
sub~blocks within these was counterbalanced across subjects. The stimuli .
were fandomly‘ordered within each sub-block.

Results. Table 2 lists the mean reéction times and proportion of-
errors for each word type wi;h'and without contexf.8 Comparing the con= i
text and no cantext conditioﬁs shows a very unexpected finding: For |

all word types, including the E set, the decision took longer with context

‘than without. Further work has shown this strange effect disappears.with .. .., .........

minor changes in procedutre. . These changes are having a fixation point
before the string of letters appears in the context condition (there was
aiready a fixation point in the no context condition) and sli;htly in-

creasing the delay between when the subject signal§ finishing reading the

context and when the string of letters appears.

I

° 8A11~means given in tables und the text are the means of the sub-
jects' means. Reaction times from error trials and those more than

three standard deviations from the subject's mean for a given treatment
were excluded from the data analyses. - X

ERIC | - 35
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E R
with context . 387(.01) 698(.05)

without context 579(.03) 590(.02)

-

Table 2: Mean Reaction Times (and Error

Proportions) for Experiment I

10

16

U

725(.06) - "

582(.03)

-
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The prddictions of interest were tested by comparing the differences
in reaction times with and without context for the E, R, and U sets of
words. There are significant differences: The word type by context con-
dition interaction is significant, min F'(2,52)=7.81, ;<.01.? In the no
cbntext condition the three mean.reaction times were 579 (E set), 590 (R),
and 582 (U). These do not differ significantly, min F'(2,76)=1.35.
Therefore, the reaction times for the no context condition will be con-
sidered equaquor all word types and the mean reaction times for the
three word types with context Ean be Eompated. These times are 587 (r),
698 (R), and 725 (U). These differ significantlv, min k! ( ,68)=17.63,
p<.0l., Orthogonal contrasts show the E set dilfers from the other two.
min F'(1,67)=34.97, p<.0l. Although the resuits are in the dircction
predicted by‘the general models, the R and U sets do not differ sipnifi-
cantly, min §'<1.I04 The error rates do not show any significant différenccs.

The results demonstrate chat this experimenial procedure wi{ll show
faciliﬁation effects fof'm@§d§'high1y expeéted 6n the basié of thg eonfext.

The statistically significant results provide evidence only for very speci-~

9Since different sets of subjects received different item=, iter
means were corrected for subject differences in overali reaction time.
This was done by subtracting the subject's overall mea.. reaction time
from each individuall reaction time. This correction was used in calcu~-
lating F,(F by ftems), but not F,(F by subjects). The same correction
was used {n Experiments III and IV. It was not necessary in Experimeut
II since a full set of data was collected from each subject.

o 1o‘l‘he predictions of interest were about the differences between
context and no context trials for the three word tvpes. This difference |,
could be affected by differences in the no context condition, even though
these differences are not significant. However, the same pattern of
47esults holds when the analysis considers context bv no context inter-
Yactions: The E set differs significantly from the other two, ~in F'
(1,51)=14.87, p<.01, while the R and U sets do not differ qinnifigantlv

min f'<l1.

.
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fic facilitation. lowever, thc R - U difference is in the direction pre-
dicted by the general models. The possibility that there mav be a real
difference between these two sets is explored further in the next experi-
ment . |

Experiment U1

Experiment Il was a replication of Experiment 1 designed to collect
more data overall and a full setf of data from vwer§ subject. This allows
several comparisons to he made for which sufficient data was not avail-
able in Experiment I. It also enables .a morc powerful test for differences
between the R and U sets..

The subjects' tasks were exactly the same as in Experiment 1. Apain
there were three types of word stimuli: Words hiphly expected on the basis
of the context (set L), words rclsted to the highly expected word (set R),
‘and words unrelated to the highly expcctequordﬂ(g). The 42 contexts
and words for the R and U sets wqﬁc‘idznsgcal to Experiment I. Forty-two
new context were geﬁerasgdfg%fﬁh with one highly expected final word.

These provided a new sék of E stimuli, which are given in Appendix B.
Therefore, comparisons of the R and U sets invelve identical contc;{;.
but gbmparisons of these rots with th; E set involve different contexts.

[

Additions were made to the pscudoword set so there were 96 pscudowords and
48 sentence frames.

Each of the 12 subjects participated in two sessions, about one week
apart. Thi;‘allowed a full set of data {onc¢ ohmervatfcn for cach wnrd.with
and one without context) to be collected from every subject without re-
peating any words or contexts in the same séssion. ﬁach subjuect received

p

one dlock of trials with context and one without context in eich session.

L

ERIC

Aruitoxt provided by Eic:

'y
h.
| o



[
WY

Half of the words in each set, and half the pseudouords, appeared in

the context condition. These were arranged so that no word or cnntert

wis repeated in the same session. Each blnck was divided into two syb-
blncks, each containing 21 words (7 of cach tvpe) and 1€ nocudinr? trials, +
The order of context and no context blacks, and the order of the i~

blocks, was counterbalanced across subjects, as were the sessinns in whirh

each word appeared with and without context. The stiruli withis «art 5%

block were randonly ordered.

There_ue:e‘tuo minor changes in procedure fror Ewperiment . Ho:*
affected the interval between the subiect's finishing rea<inz tie .-n-
"'.1 PARSEEN

test and the appearance of the strin; »f letters. This inte

increased siightly to 600 msecs and a fixation point ampearsd - .rin- --=

interval to indicate where the string of letters was altrgt o0 aintenr.
Results. Reaction tires were faster in the second s=55i,n thin oo

first, min F'(1,25)=13.5h, p<.0l. However, the ¢ffects oF interess wors

the same in both sessionc: The naznitude »f the convest €ff¢os £yr eash

word type did not differ between sessions, ~in F'~l. Theref-se the 2izi
from both sessions were pooled for the follewing anilvses. The -.ars

-

reaction times and Proportion of errors for each word tvpe witn and wirs .-

context are shown in Table 3.

4

Context differentially atfected the three wors sezs: Tho

word type interaction was significant, ~in F'/2,34,=31.¢%, =-.51. T-:

differences among the word-tvpes in the 0 conlens ware nos sioni. i a=<.
—in F'(2,119)=1.%3. he fdifferences in the -ontewt | oniitioooaiel .l =
ficant, min F'(2,88)=5%8.88, nr.01l. In shis :orditivo., gei soi= =i, & -
the E swt (443 msec) was sizniffrantls L€8§ thanm the trher w5 T =

ERIC
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. E R
with context 444(0) . 533(,02)
without context = - 539(.03) 524(.03)

Table 3: Mcan Reactfon Times (and Error

Proportions) for Experiment II

44

40

u.
555(.04)

/521(.01)
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1,88)=113.34, p-.0l. As in the previond axpouriment, reanting ti==s 7or

the R set (533) was less

ference was significant,

¢in not show any sizrifisy

seem*to be occurrinx for

1 4 .
aredicted by the general

tatinn is meager when cox

ference.

Experiment. Il provides sufficient data - perfi~r= sevari. ana, oo

ti1t wnuld not be reasonable with the data fr-om FEvsarimens 1. 727 =-=z

filiowing analivsis, the P

azcordinz to the ratiags

(ad
o5
s
n
i
o
»
"
L 4
1
i
e
o
[]

than the U set (553), and in

min F'(1,84)=4 .42, o-.05, The errsr ratos |,

ny lifferences. Therefore, fa-ilicazi-n .2

the words related to the expented wards, as

facilitation rodeis. The amount of the fa-ili-

n

pared to the F set, but =here i3 a ralialle did-

vt

¢

)

and U sets ware sach Aividad inmen chran o 22

of how wsll eann word rcorolewes 7 ser
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Table 4, divided -into iow, medium and Ligh senten-~e Ti-platnion ratinc

s words in each cell).

=in 7'(2,60)=3.49, p-.0S5.

Ior both word types: The

n

wa5 not siznificant, =in
even when the words do no

war.
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~ Low " Medium High
R 555(04) 524(.03) 520(.01)
U 582(.08) 550(.04) 542(.02)

Table 4: Mean Reaction Times (and Error

Prqgggtion%) for R and U words, Divided into

Low, Medium and High Sentence Completion Ratings Sets

46
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There are at least two possible accounts ot the sentence completion

effect. 2On; is a response interference explanation. Some subjects re-
ﬁorted-fhey were always aware of whether the word completed the sentence,
“although this was irrelevant to the task. Suppose information about how
well the word completes the sentence becomes available very séon after
the information necessary to détéfmine wordness: A "negative" sentence
completion judgment (i.e., determining the word does not complete the

sentence frame) might interfere with making a "positive" (i.e., word)

- o

response. However, Experiment IV provides some evidence against this
explanation. In that experiment, subjects made a sentence acceptability

decision. The-stimuli were a subset of the R and U stimuli used in Ex-

8

periment II. Reaction times for the acceptability decision were almost

twice as long as reaction times for the lexical decision. This suggests
that the information about how well the word completes the sentence would

not be available soon enough after the wordness information to interfere

3

with the respornse.
The second possible ekplqnation is that the sentence completion
.ratings reflecs how mﬁny semantic features the word shares with the con- -

text. Therefore recognition of the words that weceive high sentence comple-

[}

tionratings should be facilitated, as compared to recognition of the words

that received low sentence completion ratings. This explanation secems to
be the most reasonable. It is consistent with general facilitation

models but could not be incorporated into models with only specific faci-

-

litation.

-

It is often assumed that basically the same processing occurs in

) 47
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reading a word with and without coﬁtext.l Howéver, some, such as'Gooéman
(1969)'dispu;e this assumption.” If contéxf does not change any aspect of
processing individualiwords; any effect found in tasks where words are
présepted without context should also be found in tasks with words in con-
text. A word frequency effect is generally found in lexical decision’tasks ’
{Fredrickson & Kroll, 1976): The more common the word the faster the
deCiéion..Using the corrected item means (see footnote'9) éor all 126

E, R, and U wordsvin Expéfime2f>11, tﬂe correlation qf RT in the no con-
text conditfon and log word f;equency (Kucera & fra;;is, 1967) is -.526. 2
The correlation between feaction«times and the context condition and log
word frequency ig -.187. The difference between these two correlations

is sié;ificant, z=2.51, p<.65. Looking at the correlation of ﬁhe g,'g, .

4

and U sets indivianlly, the correlation of log word frequency aﬁd reac-
tion ti;é without éongé#t is always larger than the correlation of log .
word frequency and réaction ;ime with context. Howeéver, theﬂdifferencés
T;é;é not significant for the ind{vidual ?ets. z=.99,.z=1.é7, and z=1.63’
‘for the E, R, and U sets, respectively. . .
‘ The attenuation of the word fr;ducﬂc; effect in all word set; when
context is added is not accounbedjfor by eithér the generaiifr specific
models tha; have been. considered. 1In the logogep model.~conte:p‘provides
5: seman;ic features that increment the counters of words containing these
fenturqg. These logogpens thereby nced less stimulus information to pass
threshold.. In this model;.word frcquehcy effects-are‘accgunteg for by

assuming that before any contextual or stimulus information is presented,

high frequency words are closer to threshold than low frequency words. It

n ~
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is possible that when the context provides some semantic features, the

increase'jn tﬂe counter is large enough to override the differencés due

" to word frequency. This would account for theE and possibly the R sets.

[y

However, a decrease in the word frequency effect in the context condition

[

would-not be expected'forAthc_g'sct.

" -
»

Models which claim context results in specific expectations might

v

predict the word frequency effect will vanish for.the E sét. However,

in the specific expectation model outlined so far, it seems most reason-

‘able that once it was determined the expected word did not occur, pro-

. 0y &

cessing would be like it {s without context. This would predict an

equivalent word frequency effect in the context and no context condition

for the R and U.sets. ‘ ' .

The attenuation of the word frequency effect in the “context condi-

tion for the U set cannot be accounted for by any of the available models.

) AR . L . .
This effect is intuitively surprising and seems to warrant replication

-,

before causing revisions in the models that can account for all the other

;! t
n

One final analyses is of interest. Tha associated word bairs used

results.

«

by Meyer and his colleagues were derived from word association norms. There

-

may be crucial differences between.using association norms and rated re-
latedness to determine the word pairs. For example, association norms

might be a better prédiétor"of the spread of activation. In what follows,

related word pairs are pairs of words that subjects rate as highlv re-

_lated. Associated word pairs are those in which the first word often

R

elicits the secend in a free associatiaen task. All highly associated wor%s

49
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are also related, but.not all highly related pairs are associated.\\
. - ‘\\

Examples of related but not associéted pairs include bath-towel:, hammer-

. wrench, hand-glove, night-dream, sky-moon and hot-summer

To enable a test of whether association strength predicts facilita-

tion, association norms for ﬁhe E words were collected from»3quigbjeéts.
For the 42 E words, the proportion of subjects who respondéd with the R
word ranged from O to .67, with a mean of .14. The words in the”H set

v

were never given. That is, the R words were alwé&s highly related to the

’
T

E words but their associative value varied. The U words were neither re-

lated nor- associated to the E words. Since the R set contains a range of
associétion values to the relevantlg words, it is of interest to determine

]

whether association predicts the size of the facilitation effect within-the
. 1 , N

R set.:iThis set was therefore partitioned into low (never given as an .
associate to the relevant E word).'medium (given as an associated by some,
but less than 17% of the subjects) and higﬁ (givén by more than 17% of

the subjects) association.values. Each set contained 14 words. The di{-

o

ferences between the confext and no context conditions were 6, 7, and 15
msec, for the low, medium and high sets, respectively. These do not dif-
fer significantly. It aﬁpears thatlaésoéiation norms do not predict the

c ' -

context effect within the R set. The next experiment further explores

whether association strength or relatedness better predicts context facili-

tation.

A
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" | CHAPTER 4
Experiment TII:
Meyer and Schvaneveldt (1971) have demonstrated context facilita- oy =

' tion in the successive lexical decisioﬁ,task; In this task, subjects
¢ .

are shown one string of letters (the context), make a word oraioqyord
B

decision, and then are shown another string of lehg?rs.(the”t et) and

make a second decision. Meyer'and Schvaneveldt have ghqwn that when both
. 4 . A .

strings form words, the decision for the target Qo;d is facilitated (i.e.,

o ]

reaction time is raduced) when 4t is highly aosociﬂtid‘wich the context

“word. 1t is:important to note tha;‘Meyer and Schvaneveldt's word pairg were .
taken from F5§pciation norms. Produc?ion tasks like that usea‘to collear-

free associatién norms seem likely to geflect subject's expectations: Those
words subjects ptroduce when given a conte;c (either a single word or a ‘

\\\< sentence fraﬁé) should coincide with those words subjects wil: - _~t when

N given the context. Since associated words are in SOme way similar in

meaning (Clark, 1970), associated word ~~irs have SOme semantic features in

-~
-

" common. Ther;fore, both general ahd spc-  ic models predict facilitation
\wben the target and context words‘qre associaced; and Meyer and Schvane- -
veidg's results are cqnsisteét with either type of model. However, the
modeis\differ in predictions about word pairs that are related but not
associated: General models predict facilitation aﬂd.SPecific modéls do .
not. Expériment II1 tested whether fagilitatipn will occur in the succes-
. N sive lexicai‘decision task when related but not assOciated word pairs are

“‘

presented.

Design. The stimuli of this experiment were presented intérmingled
- ‘ s E i
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with those of another ekperiment which will not be reported here. The

type of stimuli, procedure, and tasks were identical for both experimepts,

v

. "o - t e s . .
and subjects were not aware they were ‘participating in two experiments.
- . ) . . >

Overall, each of the 30 subjects réceived 210 trials (plus 20 practice

trials). Each subject ragéivaﬁka different random ofder."13 Two strings

of letters were presented on each trial and two decisions were required. - -

-

. Eighty-four of the trials consisted of word-word pairs, with aboyt half of
these being related pairs. There were 42 word-pseudoword, 42 pseudoword-

word and 4? pseudoword~pseudoword trials.- The pseudowords were ‘sim¥lar.

~ .

to those used in Experiments..I and II. The trials containing pseudowbrds

»

" were included to keep subjects’ criteria reasonable. No predictions were

-
.r .

made about these trials and o analysis of the data will be reported.

> .

, : -
There were four sets of word pairs of critical concern for testing

the predictions of the general and specific facilitation models. The

- N .

related-only set consisted of context and target words that were highly

—-;;mjﬂW»rc}atcd~butmnotwassd%iated;*“Thefrelatedhand=associared“5étmtbhéiéféd”bf““W””‘”“““”*“"
. words that were both highly relafed and highly associated. The other two
sets were the relevant controls. One consisted of the target wpfds from
the Eplated—only set preceded by unrelated context words, the other con-
sisfed~of~the'target words froﬁ the relatcd-and—aééociated set preceded by

unrelated context words.

s

The total stimuli set contained 24 related—%nly pairs and 24 related-

and-associated pairs.  These are listed in Aﬁpendix C, along wit% the un-
related context words from the control sets. Each subject received . 1lf of A\
- m S :
- . ‘, '
13 A

Due to a p;bgramming error, four subjects received the same random
order. "
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-appeared, centered on the screen. The subject decided whether or not the oo

o

the target words from each set, arranged so that no subject received the

_ i v y ‘ .
same word twice. Therefore, for each target word, the 30 subjects yielded

o

15 observations with a related context and 15 with an unrelated context.

Facilitation is said to occur when decision time was faster for a word .

3

when it was paired with its relafed context than when it was paired with

u

its‘unrelated‘context.

All the related pairs ‘had relatedneés raFings gfeater than 3.5, on
the five point sCal; Heécribgd in Chéﬁter 3.. The mean relatedne§s rating .
was 4.1 for’tﬁg related~only pairs andf4.2 for the felated—;nd—associated
pairs: bIn the free asséciation task, the related-only context words -
elicited the relevqnt target words 2% of tﬂe trials (the maximum for any ) .
given pair w;S'bz)i The related;agélassociaped context words elicited the | |
relevant target words on 377% of the trialsb(the minimum for any given
pair was 17%). Most of the association values were obtained ffam the
Connécticut word association norms (B?lpdéau & Howell, 1966). ‘FOr the

[

were collected from 30 subjects from the same population as those used in

-3,

the experiment. ‘ i . -
‘. e

‘ The experiment was ‘computer run on a NOVA31082 based system. Stimuli
were presented on a Tetronix terminal, in uppercase letters. Before each -

trial, an asterisk appeared in the center of the screen. The subject

-

fpressed an onset button and 350 msecs later the first string of letters

L

-

string of letters formed a word and pressed either the word or nonword"

response button. The second string appeared 300 msec after the response
P f.

and the subject made a second response using the same buttons.® Instruc-

o
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tions stressed both speed nhd accuracy.

E

Results.' The results do not provide clear. cut support for cither

€

_ . \
”general or spec1f1c models. Ths responses were91gn1ficant1y fastcr for.

wdtds preceded’by rel tcd and- assoc1ated words than for the same words

preceded by unrelated words (514 vs‘ 544 msecs), min f (I 44) 6 94

3

.35. Fhe nspomns were also faster for words preceded by relnted—only

words than.for the releVant controls (547 vs 561 msec) but thlq ﬂszer—
[

K '~ epnce was not signlflcant. mip £1(1, so) 1.85, F (1, 29)= =4, 12, T, (1 23)-<

3.35, all n.s. However, tﬁe size of the facilitation effect for the ;

I3 -~

related- and associated set was not sipnlficantly greater than the size~
of the fac111tat1on effect for the related- on]y set, min F"l, This -

pattern of results does not provide ev1doncejfor or against either gencral
or specific models. o

1]

91
e
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CHAPTER 2

Experiment IV

A erucial weakness Sf i;formation processing models of reading;\s that
the evidence Eited in support of them is generally from tasks very u?like
wormal reading. Unfortumately, withvthe exception of what can be obéained
from studying eye movements, it seems impossible to obtain much analytic
information from subjects who aée simply xeading normally. Thg most rea-
sonable course of action therefore is to obtain evidence from a variety
of tasks, each of which resembles normal réading in ;oﬁe way. This chap-
ter describéd‘an attempt to replicate some of the findings of Expegiment'

e - ’

I1 with a task that ‘better approximates normal reading. The experiment

was small in scope since it was an initial attempt to determine whether

.the task might yield useful information.

A'sentence acceptability task was used. As in Experiment II, the
sﬁSjecg réad a sentence frame, pressed an onset button, and 600 msecs
later,a word appcared on the screen. The subject was asked to decide if
the word completes the sentence in a reasonqble way. That is, to decide
if the sentence frame and word form an acceptable sentence--one which makes
sense. Subjects wer2 told that some of the sentences will describe a situan-
tion which 1is not the most expecfad one, but is still quite possiblé:

The sentence The old horse moved very fast was given  as an example. They

were instructed to consider such sentences acceptable. Subjects were
instructed to consider sentences which describe impossible or very im-
plausible situations unacceptable. Furthermore, they were asked to make

the decision as quickly as possible.

55
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To insure subjects were following ;he instrUctioﬁs and had criteria
of acceptability.similar to each other and to the experihenter, there
were 30 practicé trials, during which feedback was given. Also, after
the experimental trials the subject was given a set of sentences co#l
sisting of all the sentences for which his response was incorrect-and an
equal number of randomly selected sentences on which th@ sublect had
given‘the correct response. The:subject was asked to swort these into
acceptabie and unacceptable groups. The results showed that subjects

almost always agree on which judgment is correct when there are not

time pressures.

The stimuli of interest were 20 sentence frames used in Fxperiment
I'T and their R and U words. For 10 of these sentences, both the R and

U words formed ;n acceptable completion. (These are marked by * in the
‘. ‘

Appendix A.) For the other 10, both the R and U words formed unacceptable
completions. -(Thése are mqued by ** in Appendix A). Two measures were
checked to determine acceptability or unacceptability, The acceptable
sentences ali had sentence completion ratings (as described in Chapter 3)
preater than-or equal to 3.0 (mean=3.8). ‘The unacceptable sentences 511
had sentencc,compiefion ratings less than or equal to 2.0 (mean=1.3).
5e¢condly, nine subjects were asked to judge edcl sentence acceptable,
unacceptable, or cannot decide. At least seven of the nine marked each
acceptable sentence acceptable and at least seven marked each unacceptable
sentence unacceptahle,

Farih of the 24 subjeats rvruivog unch of the crucial sentence {rames
vnee, half with the R word and half with the Pword. In addition, there

woere 20 filler seontences, 10 aceeptable and 10 unaceeptable.  Each subject
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by the R word. Also, a positive correlation was expected between lexical y

T .

received all of thege. A different random order was used for each subject.
The apparatus and preparation of stimuli were identical to Exnerimept II.

Results. The original intent. was to use this expérimental task to
obtain information about how subjjects process thé final word. A pattern
of results like that obtained with the lexical decision tasks was - expected.
In particular, %t was expected that the judgment would take longer when

4

the sentence frame was completed by the U words than when it was completed

s

H
.

decision time and acceptability judgment time. However: it became clear
from subjects' comments that much more was involved in the acceptability

- .

decisisn than processinz the final word. Many of the crucial stimuli did
net seem clearly acceptable or unacceptable in the rapid décisionvsitua-
tior. The reaction times were nearly twice those in the lexical decision
task and it seemed likely that the small R - H‘difference found in the
lexical decision task would be buried in the longer times.

In fact, the results (sce Tahle 5) show no significant .fferences,
either.bctween acceptable and unacceptable 'sentences, min F'(J,59)=i.&0,
or between sentences completed by R and U wor:ds, min F'(1,59)=2.78, or
the interaction of these two variables, min F'<1. More surprisingley,
for the 40 sentences used in both Experiments 11 and 1V (the 20 sentence
frames, cach with two different final words) reaction time in the lexical .
decision task was negatively correlated with reaction time in the accep-
tability task, r= -.342. The correlation was negative for both acceptable
and unacceptable sentences,r= -,280 and r= -,189, respectivelv. Nonc of
:ho;v correlations are statistically significanc, but the fact that they
are ﬁvgntive is surprising. The implications of different results in the

lexical decision and acceptability tasks is discussed in the final chapter.

o7
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- R . U
Acceptable 1007(. 15) 946(.08)

Unacceptable '903(.16) *  833(.08)

Table 5: Mean Reaction Times (and Error.Pro-

© portions) for Experiment IV

58
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T CHAPTER 6 .

! : Summary and Inconclusions &

"The aim of this work was to determine what type of context facili~
-tetion mechanism needs to be incorporated into information processing

models. of skilled reading. 1In particular, the distinction between speci-

. Y
p; E

fic and general models was focused upen. Specific models claim that a

single context can facilitate recognition of only a small set of expected

words. General models claim a context can facilitate reéognition of a’

-

large set of words, each of which shares semantic features Qith the con-
text.

Specific and éenerél models bethtpredict fecilitation for wordsehighly
expected on the basis of context. Experiﬁents I and II provide strong
evidence for this effect in the lexical decision task. A small amount\Qf
facilitation was also shown for words which were not expected but were
related to the expected werds and therefore presumably share some semantic
features with the contexts. The amount of facilitation was detérmined by
cnnparlng reaction times for the expected (E; and related to expected (R)
words with reaction times for words that were unrelated to’ the expected
words (U).

The difference between the R and U sets held even when neither word
was a reasonable completion}of the sentence frame context. Cleerly models
claiming facilitation occurs for only a small set of expected werds cannot
account for differences among words that :are not expected. Therefore

these results support general facilitation models. However, the amouat of

facilitation for the R set (22 msecs in Experiment TT)was very small when

* 59
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compared to the amount of facilitation for the E set {111 meecs in
Experiment II): Therefore it is quite p0551ble that two types of meghan~
isms are operating: A general facilitation mechanism which solely ac-~

counts for the small effect on the. R words and which combines with a !

r

specific facilitation mechanism to cause the larger effect on the E

words. Whether just a general mechanism or both general and specific

“

mechanisms are operating cannot be determined from the results of the

Experiments.

. For Experiment I1I, it was assumed that association norms reflect

subJects expectations while reiatedness ratings reflect how many semantic

LR

features two words share., In the succeasive lexical dec1sion task

.specific models pred ct facilitation cnly for associated pairs,, general

rodels predict facilitation-for all relat.:d pairs including those that
are not associated. Unfortunately, the rvesults of Experiment III were
not clear-cut. There was a significant facilitation effect for the‘pairs
that were both eosociated and-related and a small but "not statistically
signifi.ant facilitation offect for the pairs that were related but not
associsted. The amount of farilitatian for the two sets did not differ

significantly. These results Jo not favor eitner type of model over

r

the othey. ’/

.

Clearly, results from tirreshold and lexical decision studies can tell
us something aboutr human-information processing:‘ However, whether what
they tell us is relevant to nwdels cf skilled reading is another question.
A streng argument‘that any given phenomenon needs to be accounted for by

medel of reading vequires that the phenomenon be demonstrated in a

variety of tasks, each rrsembling reading in some way. In Experiment Iv,
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- a sentence acceptability task was used to test the gmerality of R-.U

ﬂifference found in Experiment II. This task better approximates reading

sentences than the lexical decision ‘task, since the subject must integrate

the‘meaning of the final word with the rest of the sentence.' Tbis'experi—
ment made it apparent that determining whether a sentence is'acceptable'

invelves many complicated processes that are not involved’in the lexical
decision task. Besides the syntactic and semantic processing necessary'to

integrate the f1nal word with “the sentence frame, a criterion of accepta-

I3
-

bility and decision processes’are required. When these additional‘pro-
cesses come into play,'the’small difference between R and E words.-found
in the lexical decision task is no longer discernible. No evidence has
been found_thatlthe effects obtained Qith the lexical-decision task
generalizé'to the acceptability task. In fact, there is a'negative
(although not significant) correlation between reaction times in the

-

lexiéal decision and sentence acceptability tasks.

R

tasks .that resemble reading is an important criterion for determining whether

.

1t must be accounted for by models of reading . However, it is not the

only criterion . Suppose, for example, there was an effect that appeared

in a variety of tasks, but occurred only with words having lérletters.
Sime: such words occur rarely, if the effect was specific to words having
14 letters and does not tell us anything about processing‘other words,

2 modcl of reading would not have to account for it. That is, models of

' 2
reading necd only account for findings related to processing that would

Whether or not a given effect can be found in-a variety of experimental

-
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o

occur with some frequency ithypical reading tasks. This is actually a
proportion of variance criterion: Only those effects which determine a
reasonable proportion of the variance need to be accounted for by:.a model

-

of reading...However, an important question remains: The variance of

o
A

what measure? Reading time, difficulty of text, errors in oral reading
and cqmprehensibn test scores are some’ of the possibilities. Although |
aﬁ‘id%al model wouié account forAéll'of thege, at'present Fhé measure
considéred-depends uﬁon the goal of the modél.

A proportion of variance criterion could lead. one astray in models

of reading, particularly when it is proportion of variance in Teaction

v Py

Eimes that is considered. Tor example, it ié likely tha. visual encoding
protesses,ﬁake lesé time and contribute less to‘the overall variqnce than
parsing and cbmbinatorial procedﬁres. However, noimatter how little of

the ‘reaction time variaqce it accounts for, visual encoding is a necessary
process: Reading could not occur without it. A,modéi“of readingzmust con-
tain all necessary processes. |
Three criteria have been proposed to determinelwsecher Zn effect needs

to be accounted for by models of reading: (1) generality of the effect

]

across tasks tha; are in some way relaféd to reading; (?) whether the
process causing the effect is necessary ia reading; and, (3) if it ié not .
necessary, -whether ‘it determipes a reasonable propor:iontsf the var?aince

of some measure gf reading. Consider how these criteria:apply to the faci-
litation of words related to the expected words found in Experiment II. The

first criterion was not met when the results of Experiment 1V did not show
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‘ 14 - ‘ . .
a comparable effect% ~ This is especially critical since Exneriment Iv

used a ‘task that is more similar té actual readlng than that used in Ex-

"

perlment II. The best guess is that readlng could occur without context

decreasing the time necessary to read words like those contalned in the R

!

_set. Therefore the second criterion is not met. Since even when it was

found thelg - U difference was small compared to other effects, the third

criterion is not met either. . Therefore models of reading do not need to-
account for this effect: The evidence for general facilitation is not suf-

flcitntly strong to determine aspects of read1ng models.

Evidence that context facilitates expected words was found in Experi-

ments I and II. This effect was relatively large and therefore merits st—

tempts at replication with other tasks such as the sentence acceptability

8 . -

task. It would also be useful to determine the generality of other effects
found without context, such as the word frequency effect. Whether or not

studies of individual words are relevant to “"real readin " has often been
o 134

the subject of dogmatlc debate (cf. Coodman, 1971; Baron, 1276). It seems
time to treat this as an emplrical question and test the generality of

findings from these studies. -

One aspect of the effects of context on reading individual words that

has not been directly approached here is how the sentence frame context

3

itself is processed. Little is know about such processing. Vays of cir-

cumventing thlS lack of knowledge for che purpose of sett1ng up, experlments

have been developed here, However, perhaps the attempt has: heen premature
and studies of the effects of context on reading individual words should be
left unt11 there are ddeqnnte theories of how the context is nnderstood and

how words out of context are processed.

AFor the sake of demonstrating the application of the criteria, ac-
ceptance of the null hypothesis is assumed. _ y

.
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APPENDIX A
Sentence Ffames,lg,_g, and U Words
c - . & -~

: from Experiment I

Sentence Frame " E Word R Word . - - U Word

1. All the clothes the mourners :
wore were = black white dirty .

*2. Fluttering by was a pretty’ butterfly insect leaf

*3. The barbells the strong man
lifted were very heavy , light old

- %4, The basketball players were :
© all very _ tall . short nervous

5. The man who didn't eat all

day was very , hungry thirsty ©  lazy
%6. The cup was placed on the table - - chair fioor
*7. The parking lot was filled with cars d trucks . trash

8. He threw a rock at the house
and broke a window door dish

"'~ %9. No one at the zoo knew the « )
name of the strange animal v dog rooster

*%10. The surprise party made him

- feel very héppy sad . F tired
" x11. In autum he went looking for
pretty colored leaves trees clothes
*12. It was a very dark - - night day - . room

13. On a hot summer day many
people go to the beach . sand theater

**14, The nagician took out his hat
and made a rabbit - ) appear see laugh
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**15. The mother fed the newborn bab&y ~diapers radio
*16. The tired mother gave the .
' dirty child a bath towel cookie
i + *¥%17, On top.of the hdmburger ‘ ‘
there was melted cheese ) . mouse plastic
18. He boughta wall-to-wall ) carpet drape .- poster
19. The trained seal performed ) ‘
a clever trick joke song
20. They baked many loaves of bread . cake clay -~
21. He put a clean sheet on the “ bed ' ' piiiow ground
*%22. The king of beasts is the - lion : roar work

-

23. The sick man had only six )
"  months to live breathe pay

*%24. He always forgets because he
has a poor : ’ nemory think \  speech

25. ﬂt:hikers slowly‘climbed up

the " mountain valley stairs
o 26. The sad ending made many people cry . ;tear " leave
*%27. Eat right for good health medicine money

28. The child was frighténea, but ‘
it was just a bad : dream night picture

**29  She sewed the button on with !

some thread and a needle ©  sharp heavy
30. The Atlantic is a vast ocean | water - " plain

**31. He has trouble adding .and
subtracting large numbers letters weeks

32. In the crowd there were all

) kinds of . people places tools
33. While skiing he broke his ' leg shoe hat
- 34. The old horse moved very slowly ) fast often

& D

65




C',\\
35. Almost everyone has ten _fingers gloves pencilg
*%36. Thére are twb pints in a qua?t .milk recipe
*%37. The grchestra played very pretfy music , ndise shélls‘
' | 38. He sanded the wood until it was smopth ~ hard broken
: 39. While.the national anthem J |
( C plays, everyone is expected to stand sit turn
“ .40. He hit the nail with a hammer . wrengg book *
41. Last night there was a full moon sky party
42. He was stung by a o bee flower fish
. \
- ‘ *denSCes séntence frame, R and U Qérds forming accept.lle sentencesnin

Experiment IV. .

+

62,

**denotes sentence frame, R and U words forming unacceptable sentences in'

Experiment IV.
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APPENDIX B
. | L E Set SenténcepFrames and Words
. _ from Exggriment 1P
%
1. He was so:frightenéd_he was white‘as a ghbsc
2. Three heavy bags~i;'mnre than he can }. carry
3. More money_buyé fewer productsdéu;ing ;ime ;fg d _ . l inflation
4, Threé people were killed in a terrible highway L accident
5. Iﬁé defendant is chargedlwith . ‘ murder
6. The heavy rains caused a massive _: ' floqd
_7. The baby weighed six pounds at ‘ - b}rth
8. I can't wfite on the blackborad wi;hout any : o “chalk
9. For breakfast she wanted bacon and eggs .
10. At nson théy took a break for : >- lunch
11. Linéoln'was bqrn in a log - : :  cabin
12. The children enjoyed the three ring ' - circus
E . 13. He campaigned‘56.he would win the ﬂ | elgcgion
14. He can't.hear you‘because he is - deaf -
\ 15. December is the last month offﬁhe ‘ 4 : year
, . : o
i6. The prisoners were planning how they would ' eécapé
17. To keep animals out of the garden, he put up a : fence
18. He forgo; to buy something, so he went back‘éo the store
" 19. The politician spoke out for law and 7 order
20. A red.light is a signal to o 3 ““' stop
: .

-

67 . .. -




t

-21. The new store ﬁad a graﬁd o o ) N ) :opeqing
22. To heip wake up;fhe needeq a.cup of . ' coffee
! 23.;After being éobbéd, he caliéd ghe 7 « poligé
24, If'sluqlucky EP walk under a ‘9 Biq ‘ %addef .
éS. The lecture should last about one - i ‘ gOur ]
26. The qareless sm%ker caused a %orest o o . fire
. "27. He had to wake up early to get there on : .. ‘ time.
) 28. He was %gck énough;to win first o - | %rigé
29. The prison sentence was only six - ) months -
30. There.hav; been two“world ) . . wé;;
, 31. Some say a dog is maﬁ's best S : k 'fiiend
;,' "§2. It felt-much colderfhhen the“égn-was,behinq a o ) ci&gd; *
33. Because he had;a'toothache, he called the - ' déntistﬁk
5 34. The old maﬁ has a‘loné gfayc ) - . bea}a
| 735. After a iopg_wéit,kfhe package finally . ) . arrivéd
36. The’wet ¢lothes w;re hung outside to . Vfil_"ﬁA_ ; . dry
| 37; The underpaid horkerg wen; on - C | , o ' étfiké
38. When he was 65, he had to ' : T “‘_' . fretire
__39.'Hawaii is the newest | ' ! scage
40. He died of a heart , ' . ) 5 attack_:
41, Tﬁé over~-welght Aan went on é ‘ ‘b . Aieg
3 42. The minister pronounced them maé and : f ' . wife

. s . .
. o

. =
/

The words and sentences frames  for the R and u sets were the same as
as Experiment I (see Appendix A). ‘

o’




T ~ APPENDIX C
"Target Words, Related Context Words
and.Unrelaced Context Words from Experiment III

Related-Only Set

) ) Targ.et: Word Related Context Word Unrelated Context Word
1. bread cake reader
2. butterflv insect glue
3. moon sky juice
<. pretty - flower exit
3. .summer hot slice
9. swim water clewn
; tomato lettuce . circus
8. dream night hunt
;. alove \ ' hand hut
13. mountain hizh ‘ desk
11. anirmal lien k train
2. ugppear s;:e like
13, bee fiower like
l«. ciloud . Sky jrrice
15. comm vegetable clown
l=. memory think exit
I7. ¢ocean water ~ circus
13, quurt milk hut
19. whiskey drink desk
20. walleyv mountain wash
2l. wings butterfls glue
2. wish N ~ dream run
23. night ) moon siice
Ze. Oopen ‘ doer hunt

‘ ]
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Related-and-Associated Set

. Targer Word Related Context Word Unrelated Context Word
1. day night . run
2. drink milk sock

| 3. queen king lake
4. black white . 200
5. rough smooth ‘ ten
6. sit chair word
7. tall * short I home
8. drink thirsty sock
9. pint ~ quart loud
10. shower bath year
11. thread needle song
12.. pepper. ‘ salt thick
13. dark ligh: year
14. blue | color - fen
15. cold o hot word
16. wet - dry zoo
17. hard i soft home
18. sky ‘ blue ’ sock
19. fast slow ' Lake
20. chair ",‘ table loud
21. nail . hammer reador
22. tiger . lion song
23. church \ priest train
24, plass \‘;‘ window - thick
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